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ABSTRACT In experimental studies, defining the suitable sample size is one of the important steps for statistical
design. Power analysis is used for identifying reliability of the statistical analysis results in scientific researches.
Power analysis is implemented in two different ways; in the process prior to the research by defining the suitable
sample size and based on the sample size, impact size and type 1 error level for defining the statistical power level.
In this study, 716 articles of last year’s issues published in journals on life sciences and scanned in the Science
Citation Index (SCI) and Science Citation Index Expanded (SCI-EXP.), has been reviewed under the concept of
statistical methods, statistical software, sample numbers, error levels and statistical power calculation situation. As
a result of the analysis, it was determined that awareness of power analysis is quite low and the number of articles
which use power analysis has been found to be only one. However, it was found that statistical power is higher in
the parametric tests than non-parametric tests.

INTRODUCTION

Power analysis is used to determine the reli-
ability of the statistical analysis of the results
achieved in scientific research. Statistical power
analysis consists of four basic components.
These are sample size, type 1 error, effect size and
power of the test.

Power and sample size estimations are used
by researchers to determine the required number
of subjects to answer research questions (or null
hypothesis). The case of thrombolysis treatment
in acute myocardial infarction (AMI) is an exam-
ple for this. For many years, clinicians felt that
this treatment would be of benefit given the pro-
posed etiology of AMI; however, successive stud-
ies failed to prove the case until the completion of
adequately powered “mega-trials” that proved the
small but important benefit of thrombolysis (Jones
et al. 2003).

Determining the appropriate sample size of the
experimental studies is one of the most important
steps in the statistical design. Researchers aim to
achieve optimal results with the adequate num-
ber of samples for scientific work. One of the most
important benefits offered by the researchers of
statistical power analysis is to provide the ideal
power level facilities with the smallest sample anal-
ysis possible. Keeping the number of samples at

the optimum level provides huge gains to research-
ers in terms of time and economy. Type 1 error, the
number of samples used in the experiments and
effect size has a crucial role in determining the
statistical power level.

Sample size calculations indicate how the sta-
tistical tests used in the study are likely to per-
form. Therefore, it is no surprise that the type of
test used in a study affects how the sample size is
calculated. For example, parametric tests are bet-
ter at finding the differences between groups than
non-parametric tests (this is why we often try to
convert basic data to normal distributions). Con-
sequently, an analysis reliant upon a non-para-
metric test (for example, Mann-Whitney U) will
need more patients than the one based on a para-
metric test (for example, Student’s t test) (Jones et
al. 2003). Descriptive studies need hundreds of
subjects to give acceptable confidence interval
for slight effects. Experimental studies generally
need less number of samples while in the cross-
over designs, one-quarter of the number is re-
quired compared to a control group because ev-
ery subject gets the experimental treatment in a
cross-over study. Evaluation studies in a single
group with pre-post type of design need half the
number for a similar study with a control group. A
study design with one-tailed hypothesis requires
twenty percent lesser subjects compared to two-
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tailed studies. Non-randomized studies needs
twenty percent more subjects compared to ran-
domized studies in order to accommodate con-
founding factors. Furthermore, additional ten –
twenty percent subjects are required to allow ad-
justment of other factors such as withdrawals,
missing data, lost to follow-up etc. (Suresh and
Chandrashekara 2012).

Power analysis is the important subject of suc-
cessful work in different disciplines, especially in
the field of health sciences. There are some stud-
ies to determine the sample size (Zodpey 2004;
Wilson et al. 2007; Lan and Lian 2010; Sathian et
al. 2010; Suresh and Chandrashekara 2015) and
the power level (Rossi 1990; Aguinis et al. 2005;
Woods et al. 2006; Bezeau and Graves 2010;
Fitzner and Heckinger 2010; Gaskin and Happell
2013; Çapik 2013; Overland et al. 2014; Kocadal et
al. 2015; Bakker et al. 2016). In addition, work-re-
lated power analysis in the life sciences is also
available (Thomas and Juanes 1996; Dell et al.
2002; Festing and Altman 2002; Hall et al. 2003;
Jennions and Moller 2003; Roush and Tozer 2004;
Hawkins et al. 2013).

The aim of this study is to understand power
analysis and why it is important. In this study, 716
articles have been analysed in terms of statistical
methods that have been used, statistical software,
sample size, the error level and statistical power
calculation condition. Under this purpose, prima-
rily to promote the research material review, the
frequency table is presented on research papers,
research notes, letters to the editor, short scientif-
ic study, case report and other papers. Articles
are grouped on the basis of the study field and
under the headings containing statistical analy-
sis, only descriptive statistics, only frequency
tables and other research papers have been exam-
ined. In addition, articles were also examined ac-
cording to the basic fields of study in terms of
type 1 error level specified by the author. Low,
medium and high level effect size of statistical
power was calculated separately based on basic
fields of study for all journals for each of the sta-
tistical analysis used in the articles.

METHODOLOGY

In this study, 716 articles of last year’s issues
published in journals on life sciences and scanned
in the Science Citation Index (SCI) and Science
Citation Index Expanded (SCI-EXP.), has been re-
viewed under the concept of statistical methods,
statistical software, sample numbers, error levels
and statistical power calculation situation. The

distributions of the types of articles published in
journals are given in Table 1.

Statistical power analysis for the realization of G
* Power 3.1 is used. Statistical processes such as
frequency tables, calculation of descriptive statis-
tics and the creation of cross tabulations were per-
formed with SPSS 22.0 statistical software package.

Power analysis is applied in two different ways
namely determination of the appropriate number
of samples in the pre-process research (Priori) and
determination of statistical power level according
to sample size, effect size and type I error (post
hoc) in the performed study. If the power analysis
is done to determine the number of sampling, the
researcher needs to know the parameter values
for the studied population such as mean, stan-
dard deviation etc. In addition, calculation of ef-
fect size to determine the direction of the study
hypothesis with type 1 and type 2 error values is
important. If power analysis is carried out after
the completion of the research, type 1 error level
and the number of samples must be known. The
number of groups involved in the research should
be noted (In some cases sample size of groups)
depending on the type of statistical test.

In scientific work that includes statistical in-
ferences, hypothesis is established and tested to
investigate problems in the decision-making pro-
cess. Type 1 error (α) and type 2 error (β) is likely
to make two types of errors in hypothesis testing.
Type 1 error (α) 0.10, 0.05 and 0.01; type 2 error (β)
0.20 can take values. These values may vary ac-
cording to the characteristics and sensitivity of
the research. The power of test is expressed by
(1-β). This value is expected to be above 0.80.
Power test indicates that the possibility of rejec-
tion of the null hypothesis is not actually correct.
Type 1 and Type 2 errors are in inverse relation-
ship with each other. Reduction of the two-error
type’s value is possible by increasing the number

Table 1: The distribution of the article type

Article type    Number of        %
  observations
         (n)

Research article 634 88.5
Review 29 4.1
Research note 1 0.1
Letter to editor 1 0.1
Short communication 40 5.6
Case report 9 1.3
Other 2 0.3

Total 716 100
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of samples at the same time. Thus, increase in the
power of the test is ensured. If Type 1 error value
increases, the power of the test increases too. Type
1 error is an error type which emerges with the
actually correct to decide that the null hypothesis
is wrong (Kocabas et al. 2013; Karagöz 2014). Type
2 error arises although no significant difference
can be determined between the means or effect
with this condition. The statistical power repre-
sents the applied statistical methods’ ability to
determine the truth of the effect that actually ex-
ists (Cohen 1988, 1992; Murphy et al. 2009; Gaskin
and Happell 2012).

Articles, which are examined in this study, are
subjected to power analysis in the appropriate
low-medium-high effect sizes to different statisti-
cal tests indicated by Cohen (1988). For this pur-
pose, post hoc type power analysis was performed.
Standard effect size values stated by Cohen (1988),
type 1 error level specified by the authors in the
articles, sample size, number of groups depend-
ing on the type of performed test statistics and
sample size of groups are used for power analy-
sis. It is assumed that the hypothesis is estab-
lished in the two-way statistical tests.

The variables analysed in the generated data
sets are determined as the journal article is print-
ed, the number / volume number, the journal num-
ber / serial number, year of publication, title of
work, types of publications, the main field of study,
the paper used methods / types of tests, the num-
ber to use statistical tests, whether they reported
statistical research results, the hypothesis re-
search indicated status, discussed the status of
the relationship between results and hypotheses,
examination of the assumptions of the statistical
test, the subject of research case when keeping
assumptions transformation implementation sta-
tus, error level, statistical power calculation sta-
tus, the effect size of the reported condition, the
effect size calculated quantity, on the state of
calculated number of samples, the sample size
calculated in the test, used sample size in the re-
search, used statistical software package, the num-
ber of authors and the state of being a writer work-
ing in the field of statistics in the article written.

Effect size calculation formulas for a variety of
statistical tests designed by Cohen (1988) is illus-
trated in Table 2.

Table 2: Effect size formula of statistical tests and class intervals

Test type Size effect formula                   Effect size class intervals

Low effect size Medium effect size     High effect size

t-test1 0.20 0.50 0.80

Correlation r 0.10 0.30 0.50
analysis

Chi-square 0.10 0.30 0.50
test2

Anova3 0.10 0.25 0.40

Multiple linear 0.02 15 0.35
regression4

1 m1 and m2: Mean of population when the variances are equal accepted; ó common standard deviation. When the
variances are not equal accepted and unknown,  x1 and x2 sample statistics used. 2 Poi: The proportion in cell i posited
by the null hypothesis. Pli = the proportion in cell i posited by the alternative hypothesis, reflecting the effect for that
cell. m = the number of cells. 3 ó = the standard deviation of the population, “mi – m”: The departure of the
population means from the mean of the combined population k = the number of groups. 4 Multiple correlations of a
set B, made up of n variables (the independent variables), on Y (the dependent variable) (Cohen 1988, Brock 2003).

d=
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RESULTS

In this study, 634 research articles from 716
have been investigated for the suitability of the
power analysis and 450 articles were identified
with statistical inferences. There was sufficient
power analysis with regard to the implementation
of the remaining 184 articles. The distribution of
basic field of research articles is located in Table
3. Research papers are grouped under four head-
ings in this study as articles containing statistical
analysis, only frequency table, only descriptive
statistics and other research articles. According
to the subjects and designated title distributions
depending on the number of articles located here.
When the total value are examined, it is seen that
the density of the article, which includes only
descriptive statistics and frequency tables. De-
scriptive statistics and frequency tables summa-
rize the data contained in the study. The paramet-
ric and non-parametric statistical analysis meth-
ods reflect a much more detailed way depending
on the purpose of the study. The distribution of

the basic fields of study of error level is located in
Table 4. Six basic fields have been identified which
include fisheries and aquatic science, crop pro-
duction, biology, ecology, agriculture, and veter-
inary in the examined articles. Also six different
error levels were determined in the article that con-
tains the statistical analysis such as 0.00, 0.0001,
0.001, 0.005, 0.01 and 0.05. Error level plays an
important role in issues such as acceptance or
rejection of the hypotheses contained in studies
and determining the power of the statistical anal-
ysis. When the distribution of the error level in
Table 4 are analysed, it is seen that the error level
of value 0.05 is used quite a lot. At the same time,
another remarkable point is that although statisti-
cal analysis is used, the error level is not included
in the studies text. This situation is expressed by
0.00 error level.

Error level, the sample size of the study and
type of statistical analysis methods which are not
clearly specified in articles including statistical
analysis, have been subjected to power analysis.
Some artificial intelligence methods, multivariate

Table 3: The distribution of the basic fields of study of research articles

The basic fields of study  Contains Contains  Contains   Other     Total
 statistical descriptive  frequency research
 analysis   statistics    table   papers
 articles   articles   articles

n   % n     % n    % n    % n   %

Fisheries and aquatic science 65 14.40 0 0.00 0 0.00 0 0.00 65 100
Crop production 36 8.00 4 13.80 8 11.00 2 2.40 50 100
Biology 49 10.90 5 17.20 13 17.80 26 31.70 93 100
Ecology 15 3.30 2 6.90 3 4.10 2 2.40 22 100
Agriculture 103 22.8 3 10.3 14 19.2 21 25.6 141 100
Veterinary 182 40.40 15 51.70 35 47.90 31 37.80 263 100

Total 450 100 29 100 73 100 82 100 634 100

Table 4: The distribution of the basic fields of study of error level

The basic fields    α=               α=         α=        α=                 α=             α=            Total
of study   0.00  0.0001        0.001       0.005          0.01            0.05

n % n % n % n % n % n % N %

Fisheries and aquatic 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 65 15.8 65 100
  science
Crop production 14 7.6 0 0.0 0 0.0 0 0.0 0 0.0 36 8.8 50 100
Biology 44 23.9 0 0.0 0 0.0 0 0.0 2 6.7 47 11.4 93 100
Ecology 7 3.8 0 0.0 1 20.0 1 50.0 1 3.3 12 2.9 22 100
Agriculture 38 20.7 0 0 0 0 0 0 14 46.7 89 21.7 141 100
Veterinary 81 44.0 2 100 4 80.0 1 50.0 13 43.3 162 39.4 263 100

Total 184 100 2 100 5 100 2 100 30 100 411 100 634 100
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statistical methods applied to the articles of non-
linear regression analysis in the study were also
excluded.

Statistical analyses used in 450 articles were
determined as analysis of variance, multiple linear
regression analysis, the Friedman test, chi-square
analysis, correlation analysis, Kruskal Wallis test,
Mann-Whitney U test, MANOVA, paired t-test,
simple linear regression analysis, t-test and Wil-
coxon test. Power analysis was performed for each
test according to the statistical analysis methods
used in the article. Power analysis was performed
according to mentioned type 1 error level of arti-
cle for low, medium and high effect size. The dis-
tributions of the effect size of different statistical
analysis methods are shown in Table 5.

Table 5 shows that ANOVA is the most com-
mon type of statistical test used by researchers.
Almost none of the methods for determining the
number of samples were detected in the surveyed
publication. The results of analysis show that sim-
ple linear regression analysis, one of the paramet-
ric statistical analysis methods, has the highest
power at low and medium effect size. The paired t-
test is determined as the highest power with sta-
tistical tests at high effect size. While Wilcoxon
test-one of the methods of non-parametric statis-
tical analysis has the highest power on low and
medium level, Mann Whitney U test has maxi-
mum statistical power on the high effect level.

There is only one article that applied the pow-
er analysis before conducting the study. Research-
ers have found the ideal sample size for their work
at the end of power analysis and used this sample
size. The statistical distributions of calculated
power according to the basic fields of studies are
given in Table 6. Table 6 shows that the basic

fields of studies have fewer than eighty percent
power level at total value on low and medium ef-
fect size. The power of the statistical tests used in
the articles published in fisheries and aquatic sci-
ence, crop production, ecology was reported to
be above eighty percent. Dots in the table repre-
sent that standard error cannot be calculated. The
cause of this condition, the number of observa-
tions is only one. The distribution of calculated
power according to low, medium and high effect
size at defined intervals is shown in Table 7.

When Table 7 is examined, an increase in the
number of statistical tests that have high statistical
power along with the effect size is seen. Similarly,
the decrease in the effect level of eighty percent
statistical power causes decrease in the number of
statistical test. Obtained results are of similar char-
acter with power analysis studies in the literature.

Statistical analysis in scope of the study of
articles was examined for several variables. As
shown in Table 8, quite a large portion of the arti-
cle reflects the reporting of statistical tests to the
text. However, to reveal the research hypothesis,
the relationship between hypothesis and results
have been rather poor. In particular, the control of
the t-test and analysis of variance assumptions in
the study are of great importance. Quite a large
portion of the examined articles did not include
information about assumptions control and trans-
formation that has been made in the absence of
current assumptions.

The software used to perform statistical anal-
ysis in research articles are shown in Table 9. It is
observed that the majority of the authors used
SPSS and SAS programmes. The number of au-
thors in articles is located in Table 10. These re-
sults indicate that two, three, four and five au-

Table 5: Power distribution of statistical analysis methods according to different effect size

Statistical analysis      n Low effect size Medium effect size High effect size

Anova 271 0.17±0.01 0.46±0.01 0.69±0.01
Multiple linear regression 2 0.11±0.02 0.50±0.16 0.80±0.14
Friedman 2 0.47±0.44 0.62±0.37 0.86±0.13
The chi square 41 0.22±0.03 0.69±0.05 0.85±0.04
Correlation 26 0.26±0.04 0.69±0.06 0.90±0.03
Kruskal Wallis 23 0.22±0.05 0.48±0.08 0.64±0.06
Mann Whitney U 26 0.11±0.01 0.35±0.04 0.60±0.04
Manova 2 0.11±0.01 0.49±0.11 0.87±0.09
Paired t-test 6 0.37±0.13 0.83±0.07 0.98±0.01
Simple linear regression 29 0.46±0.06 0.84±0.04 0.93±0.03
t-test 48 0.22±0.03 0.55±0.04 0.76±0.03
Wilcoxon 2 0.09±0.02 0.32±0.15 0.62±0.24

Total 478 0.20±0.01 0.53±0.01 0.73±0.01
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thored articles are more than the others. The level
of single-author work is rather low.

DISCUSSION

In this study, last one year’s issues consisting
716 articles of the journals publishing articles on
life sciences, which are scanned in Science Cita-

tion Index (SCI) and Science Citation Index Expand-
ed (SCI-EXP.), have been reviewed under the con-
cept of statistical methods, statistical software, sam-
ple size, error levels and statistical power calcula-
tion situation. According to other studies in the
literature, this study is quite a comprehensive qual-
ity research and power levels are calculated by
grouping in terms of the basic fields of studies,

Table 6: The statistical distributions of calculated power according to the basic fields of studies

The basicfields of study Statistical analysis     n Low effect Medium effec High effect
    size     t size       size

Fisheries and Anova 33 0.26± 0.04 0.61± 0.05 0.80± 0.04
Aquatic Science Friedman 1 0.92±   . 1.00±   . 1.00±   .

Chi Square 1 0.07±   . 0.35±   . 0.82±   .
Correlation 5 0.52± 0.13 0.91± 0.08 0.99± 0.00
Kruskal Wallis 5 0.54± 0.18 0.83± 0.16 0.88± 0.11
Mann Whitney U 2 0.09± 0.01 0.35± 0.10 0.69± 0.15
Paired t-test 4 0.46± 0.19 0.87± 0.07 0.99± 0.00
Simple linear regression 6 0.70± 0.13 0.99± 0.00 1.00 ± 0.00
t-test 6 0.40± 0.13 0.77± 0.12 0.92± 0.04
Total 63 0.38± 0.04 0.71± 0.04 0.86± 0.02

Crop Production Anova 28 0.13± 0.01 0.51± 0.05 0.78± 0.04
Correlation 2 0.28± 0.19 0.71± 0.28 0.95± 0.04
Simple linear regression 3 0.19± 0.03 0.80± 0.10 0.97± 0.02
t-test 1 0.12±   . 0.50±   . 0.88±   .
Total 33 0.15± 0.01 0.55± 0.04 0.81± 0.04

Biology Anova 21 0.14± 0.02 0.47± 0.06 0.72± 0.06
Chi Square 4 0.09± 0.03 0.52± 0.20 0.75± 0.19
Kruskal Wallis 1 0.07±   . 0.21±   . 0.49±   .
Mann Whitney U 3 0.12± 0.03 0.47± 0.14 0.77± 0.12
Simple linear regression 1 0.19±   . 0.84±   . 0.99±   .
t-test 6 0.16± 0.03 0.59± 0.10 0.87± 0.05
Total 36 0.13± 0.01 0.50± 0.04 0.75± 0.04

Ecology Anova 8 0.13± 0.02 0.53± 0.10 0.79± 0.09
Correlation 1 0.01±   . 0.26±   . 0.88±   .
Simple linear regression 1 0.72±   . 0.99±   . 1.00±   .
t-test 1 0.44±   . 0.99±   . 0.99±   .
Total 11 0.20± 0.06 0.59± 0.09 0.84± 0.07

Agriculture Anova 79 0.14± 0.02 0.40± 0.03 0.66± 0.03
Chi Square 3 0.12± 0.02 0.75± 0.10 0.98± 0.01
Correlation 9 0.20± 0.07 0.68± 0.11 0.88± 0.07
Kruskal Wallis 2 0.07± 0.01 0.22± 0.08 0.47± 0.18
Mann Whitney U 3 0.07± 0.01 0.23± 0.07 0.46± 0.14
Manova 2 0.11± 0.01 0.49± 0.11 0.87± 0.09
Paired t-test 1 0.27±   . 0.92±   . 0.99±   .
Simple linear regression 8 0.29± 0.09 0.79± 0.10 0.90± 0.07
t-test 5 0.39± 0.17 0.70± 0.12 0.92± 0.04
Total 112 0.16± 0.01 0.47± 0.02 0.71± 0.02

Veterinary Anova 103 0.18± 0.02 0.44± 0.03 0.63± 0.03
Multiple linear regression 2 0.11± 0.02 0.50± 0.16 0.80± 0.14
Friedman 1 0.02±   . 0.24±   . 0.73±   .
Chi Square 33 0.25± 0.04 0.71± 0.06 0.85± 0.04
Correlation 9 0.20± 0.06 0.63± 0.11 0.85± 0.07
Kruskal Wallis 15 0.14± 0.03 0.42± 0.09 0.58± 0.08
Mann Whitney U 18 0.11± 0.01 0.36± 0.06 0.58± 0.05
Paired t-test 1 0.13±   . 0.56±   . 0.92±   .
Simple linear regression 10 0.54± 0.12 0.80± 0.10 0.88± 0.08
t-test 29 0.16± 0.02 0.45± 0.06 0.66± 0.05
Wilcoxon 2 0.09± 0.02 0.32± 0.15 0.62± 0.24
Total 223 0.19± 0.01 0.50± 0.02 0.68± 0.02
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used type 1 error by authors, error and statistical
analysis methods.

In the literature, to identify published articles
in scientific journals of the power levels and to
interpret general conditions of article in terms of
statistical analysis, some of the studies conduct-
ed are as follows: Brock (2003) in his study stud-
ied power levels of broadcast published in jour-
nals on 374 articles with different effect sizes in
the field of international business research as in
this study. Different from the researchers’ study,
articles were not only examined in terms of power
level but also in terms of the application of statis-
tical analysis and reporting as in this study. Brock
(2003)’s results show that examined articles has
sufficient statistical power with the high effect
size. Power level has been found to take place at
lower levels than the ideal value with high effect
size in this study. It stated that the type 2 error is
quite high with low effect size. Also researcher
indicates that power analysis awareness is rela-
tively low. Obtained results of Brock (2003) are
similar to the results of the researchers’ work.

Gaskin and Happell (2013) have examined the
methods of statistical analysis with power analy-
sis separately, like in the researchers’ study. The
results of the researchers’ study are similar to the
results of another study in which power analysis
was reported in only four of the examined 23 stud-
ies. Research results show that statistical power
level is much higher than the ideal level of eighty
percent with high effect size. In the medium effect

Table 9: The software used in the article

Programmes     n      %

Unspecified 327 43.8
SPSS 175 23.5
Other 100 13.4
SAS 58 7.8
Statistica 29 3.9
MSTAT-C 22 2.9
MINITAB 20 2.7
JMP 9 1.2
R 6 0.8

Total 746 100.0

Table 10: Number of authors of the article

Number of authors n   %

Articles excluded from consideration 39 5.44
1 36 5.02
2 114 15.92
3 111 15.50
4 116 16.20
5 120 16.76
6 84 11.73
7 49 6.84
8 21 2.93
9 8 1.11
10 11 1.53
10> 7 0.97

Total 716 100.0

Table 7: Low, medium and high power distribution according to effect sizes at defined intervals

Statistical power         Low effect size    Medium effect size     High effect size

   n     %   N    %     n    %

<25 368 77 152 31.8 33 6.9
0.26-0.49 54 11.3 92 19.2 87 18.2
0.50-0.79 27 5.6 80 16.7 100 20.9
0.80-0.95 11 2.3 49 10.3 51 10.7
>95 18 3.8 105 22 207 43.3

Total 478 100 478 100 478 100

Table 8: Variables related to the review of statistical tests

    Yes                     No                Total

n % n % n %

Reported on the status of statistical tests 421 93.6 29 6.4 450 100
Hypothesis established status 16 3.6 434 96.4 450 100
Discussion of the relationship between hypothesis and results 16 3.6 434 96.4 450 100
Assumptions examination and testing status 51 11.3 399 88.7 450 100
Assumptions are not valid, the status of changing transform 23 5.1 427 94.9 450 100
  and methods
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size, it was reported to be in the ideal level of
statistical power level. Reported power levels in
the researchers’ study is lower than that indicat-
ed by Gaskin and Happell (2013) because of the
higher number of examined articles in the research-
ers’ study and basic fields of study variation.

Overland et al. (2014) have examined experi-
mental surveys and both of these combine stud-
ies which are published in the Journal of Research
in Music Education between the years 2000-2010
to detect average statistical power at various ef-
fect size. In a similar manner to researchers’ study,
descriptive statistics were used for the statistical
analysis and power levels were evaluated togeth-
er. In addition, power levels are grouped sepa-
rately according to small, medium and large effect
sizes. Mentioned study reflects the results of a
study performed in a single area. This study ap-
proach is much more detailed in the way the re-
search is carried out in many different areas. When
results of this study are analyzed, effect size in-
creases, and it also appears that the statistical
power level increases. This result is consistent
with the researchers’ study. The effect sizes have
increased, which  also appers to increase the sta-
tistical power level.

Kocadal et al. (2015) evaluate scientific re-
search papers held in the field of orthopedics and
traumatology scanned under SCIE published in
Turkey in terms of power analysis and sample size.
Similar to researchers’ study, the number of arti-
cles with power analysis is reported to be very
low. Bakker et al. (2016) examined 291 study pub-
lished in the field of psychology with power anal-
ysis. For his purpose, they take advantage of stud-
ies’ type 1 error level and effect size. Power level
of studies are determined by the different effect
sizes, which have been demonstrated to be true
and have predicted sample sizes. The reaserch-
ers’ study, compared with examined studies, of-
fers a quite detailed perspective of either sample
size or methodological examination.

Researchers need to increase sample size in
order to increase the statistical power. The sam-
ples should be chosen so to provide at least eighty
percent statistical power. The use of measured
variables provides more statistical power than
ordinal or nominal variables. In addition, the type
of statistical tests to be selected before the re-
search is very important. Power level is higher in
the parametric tests to non-parametric tests un-
der the assumption of normality. In case of work-
ing with different groups, the sample size in group

affect positive statistical power level of the test to
be used.

CONCLUSION

Results show that eighty percent and above
statistical power of the number of tests have nor-
mal levels high effect size. However, the number
of tests that have statistical power lesser than
eighty percent is considerably a lot. Benefit of
power analysis to determine the sample size used
in the work of researchers increases the possibil-
ity of accurate decisions in statistical test that
include the hypothesis-testing phase. Carrying
out at the ideal level of statistical power of the
analysis increases the reliability of analysis re-
sults. Doing power analysis at the planning stage
of a work of researchers and to determine the sam-
ple size according to this results increases the
reliability results of the study besides providing
benefits either in labour or economic sense. Stud-
ies in life sciences analysis is usually done with
live materials hence, power analysis is of great
importance at the beginning of the work in this
field. In addition, a study including live subjects
(for example, Human or Animal), sample size is an
important ethical matter. The importance of power
analysis is not understood sufficiently according
to either literature or the researchers’ results found
in life science.

This study is intended to be a source of infor-
mation and raising awareness to scientists who
work in the field of life sciences.

NOTE

A part of this study was presented at the conference of
Eastern Mediterranean Region of the International
Biometric Society (EMR-IBS) 11-15 May 2015, Tur-
key and only abstract published in proceedings book.
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